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PHYSICS OF REACTOR SAFETY 

Quarterly Report 
July-September 1976 

I. ABSTRACT 

This quarterly progress report summarizes work done in 
Argonne National Laboratory's Applied Physics Division and 
Components Technology Division for the Division of Reactor 
Safety Research of the U. S. Nuclear Regulatory Commission 
during the months of July-September 1976. The work in the 
Applied Physics Division includes reports on reactor 
safety research and technical coordination of the RSR 
safety analysis program by members of the Reactor Safety 
Appraisals Group, Monte Carlo analysis of safety-related 
critical assembly experiments by members of the Theoretical 
Fast Reactor Physics Group, and planning of DEMO safety-
related critical experiments by members of the Zero Power 
Reactor (ZPR) Planning and Experiments Group. Work on 
reactor core thermal-hydraulic performed in the Components 
Technology Division is also included in this report. 

TECHNICAL COORDINATION - FAST REACTOR 
SAFETY ANALYSIS 

(A2015) 

II. SUMMARY 

Further pipe rupture studies for the GRBR have been carried out using 
the DEMO and SAS codes with corrected input parameters in DEMO. General 
trends in the results are similar to those observed previously. 

The reactivity calculations in the CLAZAS (clad motion) module of the 
SAS code have been checked and found accurate to about 10%. 

The effect of using isotopic fission and capture energies rather than a 
lumped total energy per fission on subassembly power factors in the GRBR has 
been evaluated. It was concluded that differences in core subassembly power 
factors between those calculated by us and those in the GRBR PSAR are not due 
to the above effect but to reasons given previously. For the radial blanket 
the effect of using isotopic energies of fission and capture on subassembly 
power factors is larger, but this connot be evaluated as a cause of 
differences between our calculations and those in the GRBR PSAR because of the 
inconsistent burnup pattern assumed in the PSAR. 

Major revisions were accomplished in the hydrodynamics routines in POOL 
to deal with the continuing problems caused by the development of incompres
sible regions. These include, a Distributed Particle-in-Cell technique in 
which the mass of a particle is distributed over a localized volume and energy 
was implemented; an approximate technique of decoupling the axial and radial 
motions for incompressible cells is being examined. 



An improved point kinetics scheme in FX2 better able to deal '̂ith g 
material motions is being developed. In this scheme the reactivity ratne 
than the flux is extrapolated to predict future behavior. 

Several additional improvements have been made in EPIC. Parameter 
studies and additional comparisons with PLUTO are under way. 

The KACHINA code has been implemented on the IBM 370 195. 

III. STUDY OF BASIC PROBLEMS IN ACCIDENT ANALYSIS 

A. Initiating Condition Variations 

1. Pipe Rupture Studies for the CRBR Using DEMO and SAS 

(H. H. Hummel and Kalimullah) 

The calculations reported in the January-March Physics of Reactor 
Quarterly Report, ANL-76-72, have been redone to correct an inconsistency 
in the input parameters. The results are qualitatively similar to the 
previous ones. The minimum in the coolant flow through for a double-ended 
rupture at the CRBR inlet nozzle is now found to be 26% of the original value, 
in agreement with other calculations.^'^ A revised parametric study of 
maximum coolant temperature vs. pin power, initial flow rate, and gap 
conductance is presented in Fig. 1. A revised comparison between DEMO and SAS 
calculations is presented in Table I. The DEM03 model^ uses updated input 
parameters for the CRBR as explained in Ref. 2. Further details of these 
calculations may be found in Ref. 3. 

2. Clad Motion Reactivity Calculation by the CLAZAS Routine of 
the SAS Code (Kalimullah) 

Because of preliminary results (later found incorrect) showing 
significant differences in feedback calculations between the SAS** and FX2^ 
codes, the clad motion reactivity calculation in the CLAZAS routine of the 
SAS code was checked by a hand calculation for one case using the "Explicit 
Clad Motion Edit" printed out by the routine and equal parts and the worths of 
these parts were evaluated by linear interpolation as done in the CLAZAS 
routine. The had calculation gave a net clad worth of 22c compared to 20c 
calculated by the routine. In other hand calculations^ similar underestimates 
of about 10% by the CLAZAS routine, have been found. In view of the 
approximations made in calculating the motion of the clad itself in the CLAZAS 
routine, this error of 10% in calculating the worth of the redistributed clad 
is not of much concern. Of course, when an improved model of treating the 
motion of the clad becomes available, this underestimate will become 
significant enough to correct. 
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Fig. 1. Maximum Coolant Temperature Obtained for 
a Double-Ended Rupture at the Inlet 
Nozzle for Various Maximum Pin Power 
Densities Fuel-Clad Gap Conductances 
(watts/cm^-"O and Coolant Mass 
Velocities Gg. The higher and lower 
pin power densities correspond to DEMO 
hot and peak channels. GQ is M-18, 466 
and 487 gm/cm^-sec for hot, peak, and 
average channels respectively. 



TABLE I. Comparison of SAS and DEM03 Pin Heat Transfer 
for Rupture at inlet Nozzle 

Channel Average Peak Hot 

G , gms/cm^-sec 487 466 418 
0 

Gap conductance, 0.60 0.60 0.45 
watts/cm^-oc 

Peak pin power, 25.62 34.81 40.42 
kw/m 

Steady-state Coolant 

Core Outlet Temp, °C^^^ 

SAS 

SAS Na Cp. 

Steady-state Average 
Fuel Temp, "C 

SAS 
DEM03 

Maximum Average 
Fuel Temp, "c 

558 625 692 
690 
699 

DEM03 560 625 
DEM03 adj. to 564 630 
SAS Na Cp. 

Maximum Coolant 

Temp. "C^^^ 

SAS 
DEM03 
DEM03 adj. to 752 

768 914 1052 
7̂ 3 931 1085 

945 1079 

1028 1295 1568 
1059 1353 1751 

DEM03 m o o , : : : I 6 1 3 1093 1397 

(a) 
Coolant inlet temperature 399''C. Boiling at QSnT 
suppressed. ^ ^ ^ ^ 

1800 



3. Effect of Isotopic Fission and Capture Energies on Subassembly 
Power Factors in the CRBR at the Beginning of Equilibrium 
Cycle 14 (Kalimullah) 

The subassembly power factors reported in Ref. 7 were calculated using 
our standard 27-group cross-sections based on ENDF/B Version III data with an 
isotope-independent average energy per fission event. Isotopic fission and 
capture energy data was not used. Core subassembly power factors were re
ported to differ from the values reported in the PSAR® Fig. 4.3-7 by up to 
3.2% higher to 4.5% lower, most of the larger differences being in the outer 
core subassemblies. With a view to investigate the reasons for these rather 
significant differences, the effect of using isotopic fission and capture 
energy data on subassembly power factors was analyzed. Figure 2 shows the 
subassembly power factors and Fig. 3 the subassembly peak-to-average power 
density ratios for this calculation. 

In order to study the effect of isotopic fission and capture energies, 
another 27-group cross-section set based on ENDF/B Version IV data was used 
because the former cross-section set did not contain isotopic fission and 
capture energy data. This cross-section set was also generated using the 
MC^-2 and SDX codes^ for the specific composition and geometry of the CRBR. 
Using the Version IV cross-section set, two calculations of radial power 
distribution, one using an average energy per fission event and the other with 
isotopic fission and capture energies, were done. Figure 4 shows the 
subassembly power factors using an average energy per fission event, and 
Fig. 5 shows the same using isotopic fission and capture energies. Figure 6 
shows the subassemblywise radially-averaged power densities at the midheight 
of the reactor core computed using isotopic fission and capture energies. It 
should be noted that when an average energy per fission event is used the 
energy per capture in a fissile isotope can still be accounted for in the 
analysis by lumping it with the energy per fission event. What is not accounted 
for is the energy per capture in coolant, structural and other isotopes, and 
the isotopic variation of energies per capture and per fission. 

Comparison of subassembly peak-to-average power density ratios between 
calculations with and without isotopic fission and capture energies (done with 
the Version IV cross-section set) shows largest differences of about 4% in row 
10 of the radial blanket. The differences in row 11 are smaller and those in 
the outermost row of the radial blanket (row 12) are not more than about two 
tenths of a percent. Subassembly peak-to-average power density ratios with 
isotopic fission and capture energies are smaller than those without, in row 
10 and larger in row 12. The subassembly peak-to-average power density ratios 
shown in Fig. 3 (calculated using the Version III cross-section set without 
isotopic fission and capture energies) are closer to the values obtained using 
the Version IV cross-section set without isotopic fission and capture energies 
than those with, the values in Fig. 3 being not more than a percent larger 
than the former values in row 10 of the radial blanket. In the core region 
the subassembly peak-to-average power density ratios obtained from all these 
three calculations differ only slightly by not more than a couple of tenths of 
a percent. 

Core subassembly power factors calculated using the Version IV cross-
section set with isotopic fission and capture energies, shown in Fig. 5 are up 
to 0.9% higher and up to 0.7% lower than those computed using the same 



Fig. 2 

Subassembly Power Factors for 
the LWR-Grade Plutonium Fueled 
Clinch River Breeder Reactor at 
the Beginning of Equilibrium 
Cycle 14. 
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Fig. 3 

Subassembly Peak-to-Average 
Power Density Ratios for the 
LWR-Grade Plutonium Fueled 
Clinch River Breeder Reactor 
at the Beginning of 
Equilibrium. 



Fig. 4 

Subassembly Power Factors for 
the LWR-Grade Plutonium 
Fueled Clinch River Breeder 
Reactor at the Beginning of 
Equilibrium Cycle 14 With
out Capture Energy with an 
Average Energy/Fission. 
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Fig. 5 

Subassembly Power Factors for 
the LWR-Grade Plutonium 
Fueled Clinch River Breeder 
Reactor at the Beginning of 
Equilibrium Cycle 14 with 
Isotopic Capture and 
Fission Energies. 



Fig. 6. Subassembly Average Power Densities 
for the LWR-Grade Plutonium Fueled 
Clinch River Breeder Reactor at 
the Beginning of Equilibrium Cycle 
14 with Isotopic Capture and 
Fission Energies. 



cross-section set with an average energy per fission event, shown in Fig. 4. 
Subassembly power factors calculated with isotopic fission and capture 
energies are higher in the inner core region and lower in the outer core 
region than those computed without. Comparison of Figs. 4 and 5 also 
shows the trend that fresher subassemblies in the core tend to have smaller 
power factors when isotopic fission and capture energies are accounted for, 
more so in the outer rows of the core. As far as the comparison of these two 
calculations of core subassembly power factors (using the Version IV 
cross-section set) shown in Pigs. 4 and 5 with the values reported in the PSAR® 
Fig. 4.3-7 is concerned, the differences are larger for the computation with 
isotopic fission and capture energies. 

The effect of considering isotopic fission and capture energies is 
significantly larger in the radial blanket because the capture power is a 
larger fraction of the fission power in the radial blanket. The power factors 
of fresh subassemblies of row 10 increase by up to 7.7% due to the additional 
capture energy. Strikingly, the power factor of the fresh subassembly 
identifications no. 51 in row 11 of the radial blanket increases by about 
22.5% due to its low fission power (compared to other radial blanket 
subassemblies). The power factors of highlyburnt subassemblies in the radial 
blanket decreases by up to 4.5%. It is irrelevant to compare radial blanket 
subassembly power factors with the values reported in the PSAR Fig. 4.3-7 
because an incorrect radial blanket subassembly-burnup pattern, different from 
any of the six blanket subassembly-burnup pattern, different from any of the 
six patterns it takes during its equilibrium operation, was used for the 
calculation of power factors reported in the PSAR. 

This analysis indicates that the main reasons for the differences in the 
core subassembly power factors between our calculation reported earlier' and 
the PSAR Fig. 4.3-7 is not connected with the use of isotopic fission and 
capture energies, but are still believed to be the ones reported earlier.' 

It is interesting to obtain from Fig. 6 an estimate of the capture power 
in control subassemblies. The central control rod of natural enrichment Bî C, 
inserted 2/3 into the core, produces about 4% of the power of the fresh fuel 
subassembly in row 2 of the core. Each control rod at rod at flats of row 7 
containing 50% enriched Bî C and inserted 2/3 into the core produces about 7.6% 
of the power of the adjacent two cycle-burnt inner core fuel subassembly in 
the same row. 

4. Modification of Flux-to-Pressure Trip Criterion in the DEM02 
Code (Kalimullah) 

A double precision IBM version of the DEM02 code was made operational at 
ANL earlier. Recently the flux-to-square root of pressure trip criterion was 
modified to a slightly more general form in the Fortran soî rce of the code. 
Some unidentified errors exist in the automatic double precision conversion 
and optimization level 2 capabilities of the Fortran H Extended Compiler at 
ANL, so that the complete source of the modified DEM02 code could not be 
compiled to make a double precision load module. For the time being, a 
modified double precision load module has been made by replacing only the 
subroutine PROTSYS (which contained all the modifications) in the old load 
module, and the resulting load module seems to work satisfactorily. Of 
course, the subroutine PROTSYS had to be compiled using our Fortran H Extended 
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Compiler which has some bugs. The r e s o l u t i o n of these compiler bugs i s being 
made by the Applied Mathematics Div is ion . 

5. Effect of the Use of ENDF/B-IV Data on the Computation of 
Sodium Void Worth in CRBR (P. H. Kier) 

Reac t iv i ty c o e f f i c i e n t s for the Clinch River Breeder Reactor (CRBR) a t 
end of equil lburium cycle (EOEC) condi t ions have been computed using two cross 
sec t ion l i b r a r i e s . One l i b r a r y was generated with use of ENDF/B-III data and 
the s tandard SDX/Mc2-2 procedure; the other l i b r a r y was generated with use of 
ENDF/B-IV data and SDX/Mc2-2 used in a mode tha t y ie lded ref inements in the 
computation of resonance absorp t ion and resonance s c a t t e r i n g . Although 
computed Doppler c o e f f i c i e n t s and fuel worths were i n s e n s i t i v e to d i f f e r ences 
in these c ross sec t ion l i b r a r i e s , sodium void worths were qu i t e s e n s i t i v e to 
these d i f f e r e n c e s . Sodium void worths were longer by 15% in the inner core 
and 33% o v e r a l l when computed with the ENDF/B-IV l i b r a r y . 

A study using pe r tu rba t ion theory c a l c u l a t i o n s was made to determine for 
which isotopes the c ross sec t ion d i f fe rences lead to these d i f f e r e n c e s in 
sodium void worth. Sodium void worths are obtained from p e r t u r b a t i o n s in 
which sodium i s removed from compositions and in which c ross s e c t i o n s 
generated for un i t c e l l s in which sodium was a b s e n t . Prol iminary c a l c u l a t i o n s 
ind ica ted tha t the ef fec t on the sodium void worth of changing from ENDF/B-III 
to ENDF/B-III cross sec t ions for an isotope i s p red ic ted poorly if the 
pe r tu rba t ion were performed without accounting for the e f f ec t on the r e a l and 
the ad jo in t f lux d i s t r i b u t i o n s of the change to ENDF/B-IV da ta for the 
i so tope . 

We considered the e f fec t on the sodium void worth in the inner core of 
CRBR of rep lac ing ENDF/B-III c ross s ec t i ons with ENDF/B-IV c ross s e c t i o n s for 
13 i s o t o p e s . A one-dimensional model was used in which the r a d i a l conf igura
t ion a t EOEC was the same as in the r - z model. The t r a n s v e r s e he ight was 
adjusted such tha t the system was j u s t c r i t i c a l when ENDF/B-III c ross sec t ions 
were used for a l l i so topes . Thi r teen f i r s t - o r d e r p e r t u r b a t i o n theory problems 
were run, one for each iso tope cons idered . For each problem, the r e a l and 
ad jo in t f lux d i s t r i b u t i o n s were computed with composit ions having i so topes 
with ENDF/B-III cross sec t ions except for the spec i f i ed i so tope in the inner 
core composit ions, which had ENDF/B-IV c ross s e c t i o n s . The sodium void 
pe r tu rba t ion was then performed. 

Table I I gives the r e s u l t s of the c a l u c u l a t i o n s in terms of the percent 
age change in the sodium void worth a r i s i n g from using ENDF/B-IV da ta for the 
i so tope . Since the c a l c u l a t i o n s were one-dimensional , the inner core 
i m p l i c i t l y extended to the ex t rapo la ted height of the r e a c t o r , the t r a n s v e r s e 
leakage component of r e a c t i v i t y i s overes t imated s i g n i f i c a n t l y . 

In the r - z c a l c u l a t i o n the magnitude of the leakage component of 
r e a c t i v i t y was about 40% of the t o t a l r e a c t i v i t y e f f ec t whereas in these 
c a l c u l a t i o n s the leakage component was twice the t o t a l r e a c t i v i t y e f f e c t . 
Therefore the percentage d i f fe rences given in the t a b l e exclude the leakage 
component and should be s l i g h t l y smal l . However, as the primary purpose of 
t h i s study i s to compare the e f f ec t from d i f f e r e n t i so topes i t i s not im
por tan t tha t the magnitude of the e f f ec t in each be s l i g h t l y smal l . From the 
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table it is seen that the change in the sodium void worth arises principally 
from differences in the cross sections of the three heavy isotopes with the 
greatest atom densities: ^^^U, ^^^?u, and ^^^?u. 

TABLE II. Percentage Change in tne Sodium Void 
Worth in the Inner Core of CRBR at EOEC 

in Changing from ENDF/B-III Data to 
ENDF/B-IV Data for Selected Isotopes 

Isotope % Change 

235u 

2 38u 

2 39pu 

240pu 

241p^ 

2'*2pu 

16o 

Na 

Fe 

Cr 

Ni 

Mo 

Mn 

Sum 

0.25 

4.91 

2.23 

2.85 

-0.48 

0.01 

-0.16 

-0.13 

0.68 

-0.46 

0.34 

-0.74 

0.39 

9.69 

B. Model Studies 

1. Recriticality Studies (P. B. Abramson) 

Major revisions were accomplished in the hydrodynamics routines in POOL 
to allow the compressible/incompressible algorithms to function better and to 
avoid fluctuations in neutronics predictions caused by the PIC 
(Particle-in-Cell) algorithms. 

In particular, we have developed a new technique which we call 
(Distributed)-PIC (Particle-in-Cell). The concept is simple and its 
implementation was very effective. The assignment of a certain amount of mass 
to each particle and the calculation of mass per cell by simply adding the 
masses of all particles in each cell is responsible for a major fault of the 
PIC scheme, namely that the mass in each cell makes step function changes in 
value as particles enter or leave the cell. This causes the neutronic 
properties of the grid to vary significantly from time step to time step by 
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amounts which are large compared to the actual hydrodynamic motion Induced 
variations. To solve this problem, we simply assign a volume to each particle 
and distribute the associated mass uniformly over that volume. Thus, as a 
particle nears a cell edge, the associated mass and energy convect 
continuously and smoothly from one cell to the next. This D-PIC technique has 
the advantages of PIC and appears to eliminate one major disadvantage. 

A second modification we are currently examining in the POOL hydrodynamic 
algorithms is the decoupling of axial and radial motions for incompressible 
cells While this introduces an obvious error, it does allow the calculations 
to proceed through the compressible/incompressible regions with no problems. 
Specifically, we have made the assumption that when a cell goes incompressible 
lump is accelerated axially and radially by the pressure gradients across it. 
As the incompressible region becomes more than one cell wide (radially) or 
high (axially), the radial momentum of the whole region is calculated and 
distributed radially so that each cell flux satisfies rU = constant. 
Similarly the axial momentum is redistributed over all axially contiguous 
incompressible cells such that U = constant. These cells are then treated as 
one large incompressible lump which is accelerated by the pressure gradient 
across it (in the same fashion that we treat the upper and lower sodium slugs 
as incompressible slugs in EPIC) . 

2. Bubble Collapse (Behrens) Effect (P. B. Abramson and T. A. Daly) 

In attempting to calculate recriticality and the autocatalytic effects 
of bubble collapse induced streaming reduction, we have found that the current 
point kinetics options in FX2 are unstable for certain types of material 
motions. In particular, as a neutronic cell is voided of material and that 
material is pushed into adjacent cells, FX2 predicts reactivities which 
oscillate from positive to negative. Thus the point kinetics becomes unstable 
and the FX2 solution breaks down. We have investigated this effect both in 
FX2P00L and FX2-VENUS and find that it occurs with both. The shape step 
portion of the FX2 kinetics is initially able to correct the fluctuations, but 
since the amplitude grows from reactivity step to reactivity step, eventually 
the amplitude gets so large that the shape step calculation is unable to 
correct the problem. We are currently programming a global point kinetics 
scheme which when coupled with the shape steps will enable the stable 
prediction of the kinetics parameters. In addition, the global scheme has the 
potential advantage of significantly reduced neutronics computational time and 
core storage. The concept is as follows: The current points kinetics 
portions of FX2 use the cell by cell flux history to predict the cell's future 
flux and then use the flux to determine reactivity, etc. Since these 
local projections are unstable but the global behavior of the calculation is 
smooth, we are programming a point kinetics calculation which uses the normal 
FX2 path for the first few time steps (to build a global history) and then 
uses the past global reactivity history to project the future. This, as in 
the current FX2 version, is of course checked and updated by doing periodic 
shape calculations. 
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3. EPIC Development (P. A. Pizzica and P. B. Abramson) 

Capability for cutting back the time step in EPIC in cases of over-
compaction in the coolant channel (i.e., moving more material into a cell than 
it can physically hold) was added. Also the time-step is cut back whenever 
the local material velocity in a pin channel node violates one-fifth of the 
courant condition. 

An option was added to allow an explicit calculation in time (instead of 
semi-implicit) after a specified real time point in the transient. 

The number of particle-groups in the coolant channel was varied over as 
wide a range as possible (this number is dependent on the number of time steps 
since we currently require at least one particle-group generated per time step 
when there is any fuel ejection). Since there was little difference in the 
results, the number of particle-groups can now be reduced. In the future, 
some capability for combining groups in the channel will be added to reduce 
computer run time. 

It was found necessary to trace the interface position for the forced 
convection of the fission gas in the channel because in the case of a 
partially voided channel an artificial convection would otherwise occur, which 
would smear the gas instantly over a node as soon as the gas moved into it 
forcing convection into the next mode on the next time step. This leads to 
excessive convection and a dependence on time-step which is undesirable. 

The effect of spatial mesh size in EPIC was investigated for a 5 cm long 
clad rip by using one, two and four nodes. Differences in significant 
parameters of about 10% were found, indicating some sensitivity of the results 
to mesh size. 

After giving some thought to a fuel vapor driven pin failure, we have 
decided that fuel vapor condensation is too ill defined an area to be able to 
treat analytically at this time. The net effect of fuel vapor condensation is 
to cause the liquid fuel temperature to decrease and the pressure in the vapor 
to decrease. The process of energy transfer from hot liquid fuel to cold 
liquid sodium may be thought of as being bounded by two extremums. One 
extremum is that energy is only exchanged from liquid to liquid, in which case 
the partial vapor pressures are the saturation pressures of the liquid. The 
other extremum is that energy is only exchanged by the vapors. In this latter 
case, the vapor of the hot liquid will be cooled to a pressure lower than the 
saturation pressure forcing generation of more vapor and thus drawing energy 
out of the hot liquid (with the corresponding inverse process going on for the 
other material). The real phenomenon falls somewhere between these extremes 
and depends upon geometry, material properties, etc. In EPIC, therefore, fuel 
vapor condensation will be treated by using a variable heat transfer rate 
betvzeen fuel (a relatively small amount of liquid fuel will be ejected into 
the channel in a fuel vapor voiding case) and liquid sodium to simulate 
variable condensation rates of fuel vapor and concurrent pressure designation. 

Preparation of a data base to be used for extensive comparisons of EPIC 
and PLUTO and for an EPIC parameter study was begun. A paper presenting the 
EPIC code was prepared for the Chicago Meeting on Fast Reactor Safety in 
October. 
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4. KACHINA Conversion to IBM (J. Sienicki, T. A. Daly and P. B. Abramson) 

The KACHINA code was converted from its original CDC version to IBM and 
is now running on the ANL IBM 370 model 195. 

A basic problem in checking out our IBM version is the lack of available 
sample problems. We have been in contact with Jack Travis (LASL) who promised 
to generate some sample cases for us. 

We will attempt to determine what are the capabilities of KACHINA and 
the techniques employed in it and if it can be adapted for use in POOL. 

IV. COORDINATION OF RSR SAFETY RESEARCH 

P. Abramson visited LASL on August 2 to discuss pin burst and possible 
sodium entrapment in the low power regions of a core undergoing LOF TOP with 
M. Stevenson and J. Jackson. The major question which needs to be resolved 
here is the amount of mixing between fuel and coolant in such circumstances. 
That mixing will be strongly influenced by the specific mode of clad failure 
as follows: if the clad fails in one continuous rip, the remaining clad could 
act as a radial barrier between fuel and coolant, providing resistance to heat 
transfer, but if the clad undergoes brittle shattering into many small pieces, 
the fuel to coolant heat transfer will be very strong. Thus, the mechanistics 
of clad failure under rapid (millisecond) loading up to pressures of order 100 
atm need to be experimentally determined. The results will bear heavily upon 
whether or not significant work energy is obtained from coolant in an LOF TOP 
accident. 

Abramson attended an A^erosol Release and T^ransport review group meeting 
at Oak Ridge on August 19 and 20 and submitted comments to M. Silberberg. 

Abramson attended a two-day (September 13 and 14) SIMMER workshop at 
LASL to help BNL get ready to implement SIMMER for DPM, and then spent a day 
at SANDIA (September 15) reviewing the ACPR experimental results to date. 

V. EVALUATION OF PROGRESS IN REACTOR SAFETY RESEARCH 

Publications at the Fast Reactor Safety Meeting in Chicago 

1. "Core Disruptive Accident and Recriticality Analysis with FX2P00L," 
by P. B. Abramson. 

2. "EPIC" P. A. Pizzica and P. B. Abramson 

Accepted for Publication in NSE and Final MS's Approved 

1. "Basic Collapse Criteria for Boiling Fuel/Steel Mixtures," P. B. 
Abramson. 

2. "FX2P00L - A Two-Dimensional Coupled Hydrodynamic Thermodj-namic 
and Neutronic Computer Model for HCDA Analysis," P. B. Abramson. 
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MONTE CARLO ANALYSIS AND CRITICALS PROGRAM 
PLANNING FOR SAFETY-RELATED CRITICALS 

(A2018) 

V I . MONTE CARLO ANALYSIS OF SAFETY-RELATED CRITICALS 

To a l a r g e e x t e n t t h e VIM-S d i s c r e p a n c i e s , r e p o r t e d e a r l i e r ^ , have been 
r e s o l v e d . I t now a p p e a r s t h a t t h e s e d i s c r e p a n c i e s were m a i n l y due t o : 

1 . s t a t i s t i c a l e r r o r s in the VIM r e s u l t s , and 

2 . i n a d e q u a c i e s i n t h e o r i g i n a l TWOTRAN S I^-PQ a p p r o x i m a t i o n s . 

Dur ing t h i s l a s t r e p o r t p e r i o d t h e VIM run h a s been c o n t i n u e d , and a 
TWOTRAN Sit-Pi l^as been r u n . I n T a b l e I I I new and o l d r e s u l t s , f o r t h e 
r e f e r e n c e c o r e , a r e compared . 

TABLE I I I . R e f e r e n c e Core E i g e n v a l u e s 

P r e v i o u s l y R e p o r t e d New R e s u l t s 

D i f f e r e n t i a l 
Theory 1 .000 

VIM 0 . 9 9 8 ± 0 . 0 0 2 5 ^ 1 .0045 ± 0 .0010^ 
TWOTRAN 
(Sit-Po) 1-010 
(S4-P1) 1.0093 
( S Q - P Q ) 1 .0090 

Quoted u n c e r t a i n t i e s a r e s t a n d a r d d e v i a t i o n s . 

I t w i l l be s e e n , from d a t a l i s t e d in t h i s T a b l e , t h a t t h e new and o l d 
VIM r e s u l t s d i f f e r by a b o u t 2 .2 t i m e s t h e s t a n d a r d d e v i a t i o n s of t h e 
d i f f e r e n c e . The p r o b a b i l i t y of such a c h a n g e i s ^ 3%, a s m a l l b u t n o t 
n e g l i g i b l e p r o b a b i l i t y . 

At t h i s p o i n t no Sa -P i r e s u l t s a r e a v a i l a b l e : an Sg-P i h a s n o t been r u n 
b e c a u s e of t h e c o s t of such a c o m p u t a t i o n . However, i f we assume t h e Si+^̂ Sg 
and Po"*"Pl c o r r e c t i o n s t o be a d d i t i v e we e s t i m a t e an S a - P i e i g e n v a l u e s 
A _ PI ~ 1 . 0 0 8 3 , an e i g e n v a l u e which d i f f e r s from t h 6 l a t e s t VIM by s l i g h t l y 
l e s s t h a n 0 .4%. A l though t h i s d i s c r e p a n c y i s s t i l l s t a t i s t i c a l l y s i g n i f i c a n t , 
I t i s n o t n e a r l y a s s e r i o u s a s t h e o r i g i n a l 1.2% d i s c r e p a n c y . 
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Latest results for the spherical model are listed in Table IV. It will 
be seen that the VIM X is higher than the Sn A by % 0.5% in both the 
cylindrical and spherical calculations, in this sense the 2-D and 1-D results 
are now consistent. 

TABLE IV. Spherical Model Eigenvalues 

Best Available Results 

Differential 
Theory 1.0040 

VIM 1.0096 ± 0.0015 
ANISN (Ss-Pi) 1.0113 

VII. PLANNING OF DEMO SAFETY RELATED CRITICAL EXPERIMENTS 

During this quarter the schedule for the Demo safety related critical 
experiments was fixed, and a preliminary plan for the experimental program, 
consistent with this schedule, was prepared. The preliminary program plan was 
reviewed at a meeting at NRC in Silver Springs on September 21, 1976. Some 
additional planning and analysis work is required as a result of suggestions 
made at the program review meeting. This work will be reported in the next 
quarterly report. 

The safety related critical experiments are scheduled for the six month 
period from July 1, 1977 to December 31, 1977. The revised program plan con
sistent with this period is presented in Tables V and VI. Substantial 
deletions from the previous plan were, of course, necessary since the previous 
plan was based on a 1215 month period of critical experiments. Schedule 
estimates indicate that the revised plan can be completed in the available 
six-month period but no schedule contingency is included. It is recommended 
that some phases of the experimental program be assigned a lower prioritv and 
be considered candidates for deletion if the program is running behind 
schedule. This decision would be made during the course of the measurements 
when progress on the schedule is known. 

The program outlined in the program plan is divided into five major 
phases. They are: 

1. Reference core . 
2. Sodium-Voided Conf igura t ions . 
3 . Fuel-Slump-Out Conf igura t ions . 
4. Fuel-Slump-In Conf igura t ions . 
5. Blanket Collapse Configurat ions (with Fuel-Slump-In) . 

These are the conf igura t ions ou t l i ned in Tables V and VI, and they are 
shown in Fig. 7. The Fuel-Slump-Out core i s divided i n t o two major configura
t i o n s . Note tha t the o r ig in in each of the drawings on t h i s f igure i s the 
core c e n t e r . The core height i s 2H, 92.4 cm, and the H/D = 1.0. 
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TABLE V. Sequence of Critical Assembly Core Configurations for 
Safety-Related Critical Experiments 

Phase Step 

Measurements 
at Critical 

(See Table II) 

Reference Core. Reference Case. Yes 

II. Sodium-Voided 
Configurations. 

a. Core Loading 
Adjusted so that 
all Steps Sub-
critical Except 
as Noted. 

A. Sodium Voiding in Central 
37 Drawers (r = 18.96 cm). 

1. Void Upper Axial 
Blanket. 

2. Void Full Height of 
Core and Blankets. 

III. Fuel-Slump-Out 
Configurations. 

a. All Measurements 
Made with Central 
37 Drawers 
Na-Voided. 

b. Core Loading 
Adjusted so that 
all Steps Sub-
critical Except 
as Noted. 

IV. Fuel-Slump-In 
Conficurations. 

All Measurements 
v;ith Central 37 
Drawers 
N'a-Voided. 

A. Fuel Slunp Out in Central 
37 Drawers. All Fuel in 
Region for Z = 0 to Z = H/2 
Slumps into Region H/2 to H, 
Vftiere H is the Half Height of 
Core and Z = 0 is at the Core 
Midplane. 

1. Slump Upper Half of Core. 

2. Slump Over Full Core Yea 
Height. 

3. Adjust Case C(2) to 
Critical. 

4. Start From Step A(2). 
Unslump Fuel in Bottom Half 
of Core. 

B. Move Slumpled-Fuel Regions into 
Axial Blankets. 

1. Upper Half of Core (With 
Bottom Half Unslumped). 

2. Full Core Height. 

3. Adjust B(2) to Critical. Yes 

A. Fuel Slump In in Central 
37 Drawers. All Fuel in 
Region Z = H to Z = H/2 
Slumps into Region Z = H/2 to 
Z = 0, Where H is the Half 
Height of the Core and Z = 0 
is at the Core Midplane. 
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TABLE V (contd.) 

Phase 

b. Core Loading Ad
justed so that 
all Steps Sub-
critical Except 
as Noted. 

Step 

1. Establish New Sodium-
Voided Reference. 

2. Slump in Upper Half 
of Core. 

3. Slump Over Full Core 
Height. 

4. Adjust case A(2) to 
Critical. 

5. Start From Seep A(3). 
Unslunp Bottom Half of 
Core. 

Measurements 
at Critical 

(See Table II) 

Yes 

Blanket Collapse 
Configurations. 

a. All Measurements 
With Central 37 
Drawers 
Na-Voided. 

b. Core Loadinf! Ad
justed so that 
all Steps Sub-
critical Except 
as Noted. 

A. Start From Step IV A(5). 
Fuel Slumped in Top Half 
of Core and L'aslumped in 
Bottom Half of Core. 

1. Collapse Upper Axial 
Blanket Material so that 
it is Directly on Top of 
Slumped-In Core Material. 

2. Adjust Step A(l) to 
Critical. 

Yes 
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TABLE VI. Outline of Measurements for Safety-Related Critical Experiments 

Reaction 
Rate Material Doppler 

êff Spectrum Profiles^ Worths^ Coefficient 
Phase/Step 

(See Table I) 

I A 
(Ref. Core) 

/ Core 
Center 

Axial and 
Radial 

Fuel and 
Structure — 

Axial Profiles 

Core Center 

III A(3) 
(Fuel-Slump-Out, 1) 

III B(3) 
(Fuel-Slump-Out, 2) 

IV A(4) 
(Fuel-Slump-In, 1) 

V A (2) 
(Blanket Collapse) 

/ 

Core 
Center 

Axial and 
Radial 

Axial and 
Radial 

Axial and 
Radial 

Axial and 
Radial 

Axial Profiles 

Axial Profiles 

Axial Profiles 

Axial Profiles 

Core Center 

^Reaction rates will include 239pu(n^f)^ 233u(n,f) and 238u(n,Y). In some cases 
^3^U(n,f) may be substituted for '^^^Pu(n,f). The detailed arrangement of the foils 
must be coordinated with the Monte Carlo validation work to insure that the experi
mental arrangements are calculable. 

^Axial worth profiles will be made for ^'^'^?u, ^^^U and SS. Central worths may be 
obtained for several other materials (e. g., Na, ^ B). 
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-h igh dent i ty fu t i rflgion 

86.2 
cm 

4 6 2 
cm 

aionket 

Core 

462cm 862c 

• .Reference Core 

No 
Void 

No 
Void 

Blonltel 

2 Sodium Voided Cose 

i 

No 
Void 

3. F u e ) - S l u m p - O u t - 1 

4 F u e l - S l u m p - O u t - 2 

No 
Void 

Blonket 

S . F u e i - S l u m p - l n 

H / 2 

Bkt-

lovoid 

Blonket 

6 . Blonket Collopse 

Fig. 7. RSR Safety Related C r i t i c a l 
Experiments, Core Configura
t i o n s . (Note: Core Height 
i s 2H, 92.4 cm.) 
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Preanalysis on these configurations is resuming. Four particular areas 
will be analyzed initially. 

1. Calculations will be made of the Fuel-Slump-Out configuration. To 
date only Fuel-Slump-In cores have been analyzed. 

2. Calculations will be made with the fuel slumping in only one axial 
half of the core. This analysis will allow us to investigate some axially 
asymmetric cases. 

3. Various fuel densities in the fuel-slump regions will be evaluated. 

4. The volume of the fuel-slump regions will be varied in a way that fuel 
Is not conserved within the assembly. It was decided at the review meeting 
that varying the voltime of the fuel-slump region was the preferred method of 
adjusting system reactivity. These calculations will evaluate the potential 
of this method. 

VIII. FINITE DIFFERENCING IN 2 3-D STAGGERED MESH 
SUITABLE FOR IRREGULAR BOUNDARY APPLICATIONS 
(W. T. Sha, H. M. Domanus and R. C. Schmitt) 

A. Introduction 

A formulation utilizing a finite difference scheme for a direct 
numerical simulation of time varying two-phase flow problems in three space 
dimensions with irregular boundary geometry is presented. The formulation of 
such problems introduces a complicated set of coupled non-linear partial 
differential equations for the conservation of mass, momentum, energy, 
appropriate constitutive equations coupling the two phases. Discretization of 
the partial differential equations by finite difference procedures allow for 
numerical solution of the governing equations. The finite difference scheme 
uses a staggered grid system so often used in hydrodynamics where the 
velocities are located at the tips of a cell with the pressure, temperature, 
and density being located at the central mesh point as shown in Fig. 8. 
Although this staggered mesh provides several conservation properties it 
requires some adjustment when dealing with irregular boundaries. 

If the boundaries were curved and the variables were discretized at 
every mesh point the usual formulation as described in any textbook on 
numerical solution of partial differential equations could be utilized. 
However, the staggered mesh requires that only certain boundary intersections 
of the mesh system be allowed. At this time it is required that in any given 
direction for a boundary intersection the first internal mesh point always be 
a pressure point. Because of the usual sensitivity involved in pressure 
calculations the polated to the wall. In the last section of this memo the 
extrapolation procedure is defined. For example, for a no-slip boundary 
condition, the conditions on velocity on the wall require that all of the 
components be indentically zero. However, in the case of a free-slip wall 
where the tangential velocity is non-zero and parallel to the streamline, only 
the normal component is zero. Hence, from a correct calculation of the 
internal velocities due to internal pressure gradients the velocities or their 
averages can be extrapolated to the wall and the proper tangential velocity 
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J + 1/2 

j - 1/2 

k-1/2 

p,H,p,a = dtnsity, enlhalpy, pressure, void fraction 

u,v,w = velocity components in x,y,z 

Fig. 8. Location of Variables and 
Indices About a Computational 
Cell (Staggered Mesh Systems). 
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obtained along the wall. Although the requirement for the first internal mesh 
point to be a pressure point is presently being incorporated, other 
boundary-mesh cuts will be investigated to determine if this restriction can 
be alleviated. 

^' Finite Differencing of the Governing Differential Equations 

In order to obtain estimates of the dependent variable distributions at 
discrete points throughout the domain of interest, partial derivative expres
sions appearing in the governing differential equations are approximated by 
finite differences. Location of these descrete points is made via a staggered 
mesh partitioning of the solution domain. The staggered mesh partitioning 
consists of four different mesh systems. One mesh system for the field 
variables (i.e., p, P, a, H) and one for each of the three velocity components 
(u, V, w) . 

To illustrate the finite difference techniques as applied to a staggered 
mesh, governing equations 1-5 will be considered. While these equations con
tain other terms (i.e., O.T.), only the convective terms will be considered 
here. 

^ ' * fcV."ii> * l7Vit^> * fc(\^"ii> • "••'• <" 

31 

^("flPo"^!)) a a a ap 

at 9̂^ 3y 3z at^^Ji^ 8x^"ii i^ 

3u 3v 3w 

The finite differencing of these equations will be general enough to 
accomodate an irregularly shaped domain. 

To clarify locations on the staggered mesh, reference is made to field 
points, u points, v points, and w points. Equation 1 and 5 are at field 
points while equations 2, 3, and 4 are at u points, v points, and w points, 
respectively. 

Consider equation 1, term by term, evaluated at field point 0 in Figs. 9 
and 10. 
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• field points 

9 u points 
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Aŷ  
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Fig. 9. Grid System Around Field Point '0 

in x-y Plane. 

— > x 
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Fig. 10. Grid System Around Field Point '0' 
in x-z Plane. 
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aT^VA^l ~ At 
'o 

Hereafter, delete Z subscript and consider it implied. When superscript n 
is absent consider it implied. 

Le t J^^ = 1/2 [(1 + SGN(u^)) OjP^ + (1 - SGN(u^))a^pJ 

7 ^ 2 = 1/2 [(1 + SGN(U2)) a^P^ + (1 - SGN(u_,))a_,r J 

U2(ap)2_-jVap^ . ^̂ j 
^(apu)|^= ^-T^^^^^ 

3 a 
Finite difference forms for T— (9pv) and —- (3pw) can be obtained in similar 

3y 3z 
manner as shown in equation 7. 

Consider equation 5 evaluated at field point 0 in Figs. 9 and 10. 

, a"+lp"+^H"^^ - a"p"H" 
3|(apH)| = - ^ 2 1_ ^q,^ (ĝ  

o 

Let (apH) = 1/2 [ ( 1 + S G N ( u J ) a .p H + ( l - S G N ( u , ) ) a p H 1 
•̂  1 1 1 1 l o o o 

(apH)^ = 1/2 [(1 + SGN(U2)) a^P^H^ + (l-SGN(u2)) a p H ] 

3 u (apH) - u (apH) 
T^(apHu) =-2 2 1 1 
<'̂, Q Ax. + Ax 

3 a 
Finite difference forms for — (3pHv) and -— (apHw) can be obtained in similar 

3y 31 
manner as shown in equation 9. 

Let (aP) = 1/2 [ ( 1 + SGN(u,)) a . P , + (1 - SGN(u, ) ) a P ] 
1 1 1 1 l o o 

j - ^ = 1/2 [ ( 1 + SGN(U2)) ct^P^ + (1 - SGN(U2)) ^2^2^ 

3 u (aP) - u , ( a P ) ^ 
g f ( a P u ) | = - i - — l - — i 1 (10) 
ox ' Ax- + Ax-

o 2 3 

F i n i t e d i f f e r e n c e forms f o r — (3pv) and | - (apw) can be o b t a i n e d i n s i m i l a r 
dy 3 z 

manner as shown i n e q u a t i o n 1 0 . 
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D 3u I "2 " "l a P T- = a P —-^ ± — 
^ o o o Ax2 + Ax^ (11) 

Finite difference forms for 3P r— and 3P -— can be obtained in similar manner 
3y az 

as shown in equation 11. 

Note that in the finite difference expressions from equations 1 and 5 as 
evaluated at field point 0, only Ax2, AX3 , Ay2, Ayg, Az2, and AZ3 appear. 

However, other increments Axj, Axî , Ayj, Ayt̂ , Az^ , Azt̂  will appear in the 

finite difference expressions of diffusive terms which are included in O.T. 

Consider equation 2 evaluated at u-polnt 0 in Figs. 11 and 12. 

Let 
A n n . . ri n 

n̂ ̂  ^^3^3 •" ̂ ^"2^2 
(ap)^ "" Ax^ + Ax^ (12) 

.n+1 n+1 
(ap) u - (ap)" u" 

(apu) I = ° ^ ° 0 
3t^ ^ ' '0 ^^ 

^1°2P2 + ^^2"lPl 
Let (ap). = — . 

1 Ax.. + Ax„ 

^5°4P4 -̂  ̂ ^6°3P3 
(ap)o = 2 Ax, + Ax-

— 2 o 3 1 
u = 
1 Ax^ + Ax_ 

Ax,u„ + Ax^u 
— 4 2 5 o 
"2 '̂  Ax, + Ax. 

4 5 

(apu). = ̂  [(1 + SGN (IT )) (ap)^u. + (1 - SGN (IT )) (ap) u ] 
I Z 1 1 1 1 0 0 

(apu)2 = Y [(1 + SGN (U2)) (ap)^u^ + (1 - SGN ^^^ (cxc?)^ xx^ 

u (apu) - u (apu) 
-i (apuu) = -^- \ — ^ ^ (13) 
ax '0 Ax., + Ax, 
ax - .--3 . ̂ ^^ 
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Fig. 11. Grid System Around u-Point '0' in x-y Plane, 
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Let (ap)., = 
AV6^jL^V5^ 

3 Ax^ + AXg 

^'^13"8P8 "• ^''14"7P7 
(°'P)4 = Ax^3 + A x ~ 

AXgV2 + AX^QV^ 

^ 1 - AXg + Ax^Q 

'2 '' Ax^^ + Ax^2 

^S^Uy = i [ (1 + SGN(V^)) T ^ 3 U 3 + (1 - SGN(V^)) (ap)„u^] 

7 ^ ; ^ ^ + "I [ (1 + SGN(V2)) (ap)oUo + d " SGN(V2)) (ap)^"^] 

?y <°P"^ 
v,(apu) - V , ( apu ) . 

) | = ~ ^ 
'o Av„ + Av., Ay2 + Ay3 (14) 

Let (ap), 
^^15°10^0 -̂  ^16^9^9 

Ax^5 + Ax^^ 

(ap), 
^^21°12Pl2 "- ^-^22°llPll 

^ 2 1 •" ^̂ ^22 

- ^ 1 7 ^ 2 •" ^ ^ 6 ^ 
' l ' Ax^^ + Ax^^ 

Ax.^^w^ + AX20W3 

^ 1 9 -̂  ^^20 

1^^^ = I [ (1 + SGN (^^)) (ap)^ U3 + (1 - SGN (^^)) (ap)^u^] 

(apu) = y [ (1 + SGN (^^^^ ^'^^K "o "̂  ^^ " ^^^ ^"z^^ ^°P^6''6^ 

W2(apu) - w (apu) 
— (apuw) = --—-± i 
3z 0 Az + Az» (15) 
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Let (a) = 
o 

Ax_a- + Ax,a„ 
3 3 4 Z 
Ax, + Ax, 
3 4 

3P 
c«lf)l = («). [ 

p - p 

22 _i 
V- + Ax, 
3 4 

(16) 

The finite difference forms for the terms in Equation 3 and 4 can be obtained 
in similar manner as shown in Equations 12 to 16. 

C, Extrapolation Procedure for Irregular Boundaries 

In problems where the region under consideration has a curved boundary, 
it is necessary to determine certain variables through the use of irregular 
cells. A method for determining a variable located on a boundary from inter
nally calculated points is presented. The method uses an interpolation 
technique which eliminates the need for information from points external to 
the boundary , which are in fact purely fictitious and inadmissible with respect 
to the finite difference scheme. 

Suppose a general function f is known at point x and x,, and designated 

by f. . and f.,, . .respectively, as shown in Fig 13. If the boundary 
1, J , K 1+1,J,k 

passes through point x, then f._ . located at x ., is exterior to the boundary 

and sould not be used in the determination of f. . , at point x. 
i» J > K 

i+l-j.k 

y Ax., •Ax, -X Ax, 

"+1 

Fig. 13 Typical Curved Boundary Intersect with Rectangular Mesh System. 

It is noted that equation 17 requires information at point x_^ for f̂ _̂  . ^. 

A second approximation must be made for f . . , which can eliminate f._., , . 
1>3»K 11,J,K 

If a three point Lagrangian interpolation is used for points x_, , x and x_|_,, 
elimination of f. , . , can be accomplished. A value for f" . , can be 

i ~ i > J j K , ijjji^ 

obtained as follows through Lagrangian interpolation. 
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As a first approximation to the value f^^^^^ on the boundary, a linear inter

polation involving the information at points x^ and x_ĵ  is made. 

Ax^d - O f̂  .,^+ (gAx^ + Ax2) fi,i,j,k 

^i.j.k " Ax + Ax^ 

h ^l.j.k "̂  ̂ 2 ^-l.j.k 

(1 - 0 Ax^ 
where A, = —: ;—;; 

1 Ax- + Ax. 

C Ax^ + AXj 

^2 " Ax- + Axĵ  

^i,j,k " ^ ^i-l.j.k-'h ^i.j.k-'S ^i+l.j,k 

(17) 

(18) 

where L , L, and L„ are the Lagrangian coefficients given by 
o 1 I 

(x-x^) (x-x^^) (5 Ax + AX2) (C Ax^ + AX2 + AX3 + Ax^) 

o (x_,-x ) (x_ -x̂ ĵ ) (Ax + Ax ) (Ax + AX2 + AX3 + Ax^) 

(x-x_ ) (x-x ) 

'1 '^ (x^-x_^)(x^-x^^) 

(Ax, - ^ AxJ (̂  Ax, + Ax- + Ax- + Ax,) 
1 1 1 £ J •j__ 

(Ax, + Ax_) (Ax- + Ax.) 
1 2 3 4 

(x-x ) (x-x ) 
-1 o (Ax^ - C Ax^) (^x^ + Ax^) 

2 (x. -X i)(x,,-x ) (Ax_ + Ax- + Ax- + Ax.) (Ax. + Ax.) 
+1 -1 +1 o 1 2 3 4 3 4 

Now eliminate f. . . , from equation 17 and 18 and solve for f̂  . . 
i-I> J »"̂  i» J »K 

the boundary 

on 

i.J.k 
1-

1 o A i.j.k 2 i+l,j,k (19) 

Equation 19 allows for the determination of a variable on the boundary from 
determined interior field information. 
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-̂ Boundary Conditions 

General geometrical configurations require the specification of several 
types of boundary conditions. The boundary conditions applied at the walls 
of the computing mesh are typically on the following: i) inflow, ii) outflow, 
iii) no-slip and iv) free slip. The boundary conditions are set before and 
after each interation. The treatment of specific boundary conditions because 
of staggered mesh in three dimensions always requires successive interpolation 
and extrapolation to provide the appropiate variables at the boundary. 

The code as being developed will identify each boundary point separately 
and be named independent of the mesh indices. In addition, its location rela
tive to the mesh layout will also be determined. For each named boundary 
point the unit vectors for the surface passing through the point will be 
determined and stored. This is done initially once and for all. 

i) Inflow: For every intersection of an inflow surface by a u, v, or w 
velocity line, a vector velocity as well as density and enthalpy will be 
prescribed. Hence, if the point, for example, is labeled as point xx, then 

u(xx) 

v(xx) 

w(xx) 

p(xx) 

h(xx) 

= "b 

=^b 

= ^b 

" Pb 

b where u, , ^b 
where u, , v, , w, , p. and h.are specified 

ii) Outflow: On an outflow boundary several boundary conditions can be 
applied. Selection of the conditions to be used on an outflow boundary requires 
care. The conditions should be determined in such a way that their choice has 
minimal effect on the flow region of interest yet be physically meaningful. 
The idea of suing a condition that has the least upstream effect has been used 
successfully by many investigators and will be used in the present code. The 
codition is really one of smoothness that is applied to the velocity components. 
One possible set of conditions may be 

u. . , = u. , . , i,3,k 1-1,J,k 
V. . , = V. , . , i,j,k 1-1,J,k 
w. . , = w. T . , 
i,j,k 1-1,J,k 

'̂ i,j,k ~ '^i-l,j,k, 
h. . , = h. T . , 
i,j,k, 1-1,3,k 

Other plausible conditions, such as the second derivative of the velocity 
components vanish may be used; however, the above are sufficient for illustra
tive purpose. 

iii) No-Slip: The boundary conditions for a solid wall with viscosity 
present in the fluid require the sticking condition, i.e., no relative motion 
between the fluid particles at the wall and the wall. This condition implies 
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that the velocity components at the wall vanish. Since the boundary points 
are labeled we would have at point xx on the boundary 

u, (xx) = o 

V, (xx) = o 

w, (xx) = o 

iv) Free Slip: The free-slip boundary condition for solid walls requires 
that there be zero normal flow across the wall, i.e., V̂  • ji = o where ii 
is the unit normal to the surface. The unit vectors defining the boundary 
surface are calculated and stored at the start of the code. Hence, the 
velocity conditions which are appropriately interpolated and then extrapolated 
to a boundary point can be used to satisfy the zero normal flux condition as 
well as determine the tangential component, i.e., the slip velocity along the 
wall, by using the unit normal and decomposing the velocity. 

For the cases (iii) and (iv) the temperature can be specified for either 
the constant wall temperature condition or the constant heat flux condition, 
whichever is appropriate for the given problem. 
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